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Abstract A computational strategy is presented to

describe excited states, involving the transfer of an electron

from one metallic site to a neighboring metal center, the so-

called metal-to-metal charge-transfer (MMCT) states. An

accurate ab initio treatment of these states in transition

metal compounds is intrinsically difficult for both time-

dependent density functional and wave function-based

methods. The rather large dependence of the MMCT

energies on the applied functional makes difficult to extract

reliable estimates from density functional theory, while the

standard multiconfigurational approach (complete active

space SCF ? second-order perturbation theory) leads to

severe intruder state problems and unrealistic, negative

energies. The analysis of the failure of the multiconfigu-

rational approach shows that the state-average orbitals are

biased toward the ground state and strongly deficient to

describe the MMCT state. We propose a method to

improve the orbitals by gradually approaching as much as

possible the state-specific description of the MMCT state in

the reference wave function for the second-order pertur-

bation treatment of the dynamic electron correlation.

Keywords Metal-to-metal charge transfer �
Photomagnetism � CASPT2 � NEVPT2 � TD-DFT

1 Introduction

The self-consistent field calculation with exchange of

Hartree in 1936 for the Cu? ion can be considered as the

first Hartree–Fock treatment of a transition metal [1]. An

important advance was made when the largely manual

approach could be replaced by a procedure using electronic

computers in the late 1950s. One of the first examples is the

calculation of the radial Hartree–Fock wave functions for

V2? by Beatrice Worsley in 1958 [2] using the Numerov

numerical integration scheme. Simultaneously, Watson

performed Hartree–Fock calculations following the proce-

dure outlined by Roothaan [3] with a Slater type orbital

(STO) basis set on the complete series of first row transi-

tion metals [4]. Henceforth, the foundations for ab initio

calculations on molecular complexes were laid by Rich-

ardson and co-workers who developed a smaller STO basis

set for the transition metals [5]. Three years later Nieuw-

poort published a monograph [6] on the non-empirical

treatment of the electronic structure of Ni(CO)4, [Co(CO)4]-

and [Fe(CO)4]- using the previously developed basis sets.
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Institució Catalana de Recerca i Estudis Avançats (ICREA),
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After this pioneering work [7, 8], calculations on the

hexafluoro complexes of Ti, Cr, Fe, and Ni were performed

[9] and an interesting step forward was made by Gladney

and Veillard who introduced the Gaussian type orbitals in

the treatment of transition metal complexes [10]. A very

early calculation on a binuclear complex—a molecule or

cluster that contains two transition metal ions—was per-

formed by Wachters and Nieuwpoort who calculated the

coupling between the spin angular momenta of two Ni2?

ions in KNiF3 [11, 12].

The efforts of quantum chemists have not ceased ever

since to obtain more and more accurate descriptions of the

electronic structure of transition metal compounds. In the

first place, the development of efficient computational

schemes to include electron correlation has had (and still

has) a major impact in the field for the obvious reason that

the mean-field treatment of the electron–electron interac-

tion introduces serious artifacts when transition metals are

present in the system. Secondly, the increase in computa-

tional power made possible to tackle systems with one or

more transition metals and rather bulky ligands with

sophisticated schemes; an accurate ab initio treatment of

transition metal complexes with up to 200 atoms is cer-

tainly within reach nowadays.

Among the many properties of transition metal com-

plexes, the possibility to change the magnetic properties of

some compounds by shining light on them is especially

interesting for its potential application in the development

of new materials with bistable properties. In this aspect, it

is highly desirable that the sample can be switched back

and forth on a short time scale and preferably at room

temperature. Both conditions are not easily achieved,

although important advances have been made recently [13].

One of the first well-documented examples of photo-

magnetism concerns the light-induced excited state spin

trapping (LIESST) process in FeII complexes [14, 15]. In

this case, the system is excited from its non-magnetic

singlet ground state to higher-lying ligand-field or metal-

to-ligand charge-transfer states. The excited state rapidly

decays non-radiatively to the FeII high spin state via

internal conversion and intersystem crossings [16–19]. The

deactivation of the metastable high spin state is relatively

slow and can take place on a nanosecond timescale [20] or

last for several days [21]. Moreover, the LIESST effect has

also been described in binuclear FeII complexes [22–24].

A different kind of light-induced magnetism is observed

in the Prussian-blue analogs. In this case, the electronic

excitation changes the formal oxidation states of two

neighboring metals through a metal-to-metal charge-

transfer (MMCT) process. A well-documented case is the

FeIICoIII system [25–28], for which the non-magnetic

ground state can be switched to a magnetic state with light

of *500–750 nm. The irradiation causes the transfer of

one electron from Fe to Co, changing the ground state

closed shell 3d6 configuration of the two ions to open-shell

Fe-3d5–Co-3d7 configurations. The resulting non-zero spin

angular moments on the metals are coupled antiferromag-

netically resulting in a ferrimagnetic behavior of the

compound.

The same phenomenon has been observed in molecular

complexes. One of the first examples was the octacyano-

molybdate studied by Herrera et al. [29]. The increase in the

magnetic susceptibility observed upon irradiating the sample

at low temperatures was explained by a MMCT excitation

from the central diamagnetic MoIV-4d2 ion to one of the six

peripheral CuII ions. In this way, a relatively strong coupling

of the spin angular moments is enabled between the

remaining five CuII-3d9 ions and the central MoIV-4d1 ion,

which turns the magnetic behavior of the molecule from

paramagnetic to ferromagnetic after irradiation. Recently, an

alternative mechanism has been proposed for light-induced

magnetism in cyanomolybdates. Circular dichroism experi-

ments reveal the formation of a high spin MoIV(S = 1) state

upon irradiation [30] pointing to a spin crossover mechanism

for the light-induced magnetism, which is in some sense

similar to what is observed in the FeII compounds. The

ab initio calculations by some of us [31, 32] point in the same

direction. The excited MoIV(S = 1) state is stabilized by a

change in the coordination sphere from dodecahedral to

square antiprismatic and subsequently the central MoIV ion

looses one of its eight ligands ending up with a pentagonal

bipyramid coordination sphere.

Metal-to-metal charge transfer does not only play a

fundamental role in the light-induced magnetism [33, 34]

but is also at the very basis of many other interesting

phenomena, like photocatalytic activity and light-harvest-

ing properties or photo induced electron transfer [35, 36].

Furthermore, important efforts have been made to design

complexes in which the MMCT state is sufficiently long-

lived to observe emission from it [37]. The process has also

been invoked to explain the lowest peak in the optical

absorption spectrum of LaMnO3 [38], the parent compound

of the manganites with colossal magnetoresistance. Finally,

it is worth mentioning that the MMCT configurations play

a central role in the phenomenological models to explain

the coupling of localized spin angular momenta in (anti-

)ferromagnetic systems [39–44].

The ab initio description of MMCT excited states or the

metal-to-metal electron transfer process is obviously a non-

trivial task. A density functional theory (DFT)-based

approach may very well suffer from the well-known dif-

ficulties to describe charge-transfer states by means of the

time-dependent variant of DFT (TD-DFT) [45–47]. Addi-

tionally, there seems to be no consensus yet on the optimal

choice of functional for the treatment of excited states in

TD-DFT for system containing transition metals, the

Page 2 of 13 Theor Chem Acc (2012) 131:1264

123



scattering of the obtained energies is rather large [48]. On

the other hand, a wave function-based approach (post

Hartree–Fock method) may become difficult due to the

larger system size of the binuclear compounds and the

inherent increase in computational requirements. More-

over, there is also an issue with the orbital optimization

process in the latter approach, which has a large influence

on the description of the MMCT states and that will be

discussed in more detail on the next sections. In short, there

is no well-established computational strategy to accurately

describe MMCT states in transition metal complexes. This

seriously hampers the progress toward a detailed under-

standing of many interesting phenomena.

The main purpose of the present work is to fill this

lacuna, and we have developed a new approach to obtain a

balanced description of ground and excited states with

multiconfigurational perturbation theory. To this purpose,

we will first review the problems that arise with a standard

complete active space self-consistent field (CASSCF) wave

function and investigate the behavior of TD-DFT in two

model systems. The analysis of the failure of the CASSCF

approach gives the keys to modify the strategy and obtain a

reliable description of the MMCT states.

2 Standard approach

The first model system that we handle is based on the

perovskite structure La2NiO4, in which Ni2? ions are

located in the center of corner sharing elongated octahedra

of O2- ions. An embedded cluster with two metal sites is

constructed following the standard procedure [49–52]. The

two metal sites and their first neighbors (eleven O2- ions)

define the all-electron cluster. This group of atoms is

embedded in a set of point charges that reproduce the

Madelung potential both in the cluster region and in a shell

of pseudo potentials [53, 54] surrounding the cluster to

separate the cluster electron density from the point charges.

A simple yet relevant model to describe MMCT states was

obtained by replacing one of the Ni2? ions for a Cu2? ion.

In this way, there are only three unpaired electrons in the

system, which facilitates the analysis of the possible

problems in the CASSCF treatment.

The second model system is taken from our previous

study of the copper octacyanomolybdates [31, 32] and

consists of a binuclear system with a CuII–NC–MoIV cen-

tral unit. The coordination sphere of the copper ion is

completed with a tris(2-aminoethyl)amine (tren) ligand and

Mo is saturated with two CN- ligands and five CNH

ligands, which mimic the CN–Cu(tren) ligands of the real

molecule. This modeling was carefully checked in our

previous studies of the molecule and has also been used by

others in related complexes [55]. A graphical

representation of the two model systems can be found in

Figure 1 and will be referred to as CuNi and CuMo from

now on.

The ground state of the CuNi cluster is a doublet state

arising from the antiferromagnetic coupling of the local

triplet state (two unpaired electrons) on the Ni2?-3d8 ion

and the doublet state (one unpaired electron) of the Cu2?-

3d9 ion. In principle two MMCT states can be considered

in this cluster: from Ni! Cu or vice versa. We only

consider the lowest one, which corresponds to the electron

movement from Ni to Cu as a balance of the ionization

potentials and electron affinities of the two metals. Hence,

a complete active space (CAS) to expand the wave func-

tions for ground and MMCT states should contain at least

the three electrons and three orbitals shown in the left

column of Figure 2. This CAS(3,3) defines, however, much

more doublet coupled states. The left column of Figure 3

illustrates that the lowest excited roots are characterized by

electron replacements within the two active orbitals cen-

tered on the Ni2? ion, so-called d–d transitions. The

MMCT state only appears as the fifth root in the CASSCF

calculations, and hence, a state-average (SA) procedure

with five roots is necessary in the standard approach (SA-

CASSCF) commonly used to study electronically excited

states in molecular systems [56–61].

A similar reasoning can be followed for the CuMo

dimer. The ground state is formed by the MoIV-4d2 –CuII-

3d9 electronic configuration, where the two Mo-d electrons

are paired up in the lowest 4d orbital of approximate 4d(z2)

character. The MMCT state has a MoV-4d1 –CuI-3d10

configuration. Similarly to the CuNi case, this state is not

the first excited state of the CAS(3,3) that is spanned by the

active orbitals shown in the right column of Figure 2. In

between, there are three Mo d–d transitions of lower

energy.

As a first step, we perform a SA-CASSCF with these

five roots, meaning that each state has a weight of 20 % in

the orbital optimization process. From the schematic rep-

resentation of the electronic configurations given in the

right part of Figure 3, it can be seen that the second root

(DE ¼ 1:8 eV) has a triplet coupled open-shell Mo-4d2

configuration and that the third root is the equivalent state

with local singlet coupling located at 2.6 eV. The fourth

root arises from a double d–d transition on Mo and has

significantly higher relative energy (6.5 eV) than the other

two d–d transitions. Finally, the MMCT state is found at

12.5 eV.

Naturally, this CASSCF description of the electronic

states is not the final answer. It almost completely lacks the

effect of dynamic electron correlation and, therefore, should

be followed by either a multiconfigurational reference (MR)

configuration interaction as done in Refs. [62–65] or MR

second-order perturbation theory (PT2), which is more
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often applied. Among the different MR-PT2 implementa-

tions, the CASPT2 variant [66, 67] has been especially

successful in the description of excited states in a large

variety of organic and inorganic systems [68–73]. However,

the description of the MMCT state in the present system is

highly deficient. The solution of the CASPT2 equations

does not converge in a reasonable number of iterations and

erratic relative energies were obtained. The problem could

not be solved with the (imaginary) level shift technique

[74, 75] as shown in Table 1. The convergence problems

persist up to values of 0.4 au. Although the calculation

converges for larger shifts, the relative energy of the

MMCT state with respect to the ground state (calculated

with the same level shift) is by no means stable and no

conclusive answer can be obtained. The problem is not

exclusive for the CASPT2 method. We also tried the

n-electron valence state implementation of MR-PT2

(NEVPT2) [76–78]. This variant is based on a zeroth-order

Hamiltonian with explicit two-electron terms for the active

orbitals and very rarely suffers from the intruder state

problem. Nevertheless, the method also produces an unre-

alistic, negative excitation energy for the MMCT state.

It is well-known that MR-PT2 is not able to provide

correct results when the reference wave function lacks

important configurations. In the present case, we have

investigated whether an extension of the active space with

ligand-to-metal charge-transfer configurations improves

the CASPT2 behavior. Unfortunately, it is not possible to

restrict the extension of the active space to a few well-

defined CN-p/p* orbitals in the CuMo model. The orbital

optimization process turns the new active orbitals in Cu-3d

and 3d0 orbitals due to the second d-shell effect [61, 79].

Therefore, we optimized the wave function with an active

space of 12 metal orbitals (2 Mo-4d ? 5 Cu-3d ? 5 Cu-3d0)
and two CN orbitals (p ? p*) localized on the CN group

that bridges Cu and Mo. In principle, this extension would

certainly help to improve the description of the MMCT

state, but the number of roots that span the active space has

increased enormously and there appear many new roots

with lower relative energy than the MMCT state. In fact,

we have not been able to localize the MMCT state among

the first twelve roots. These lower-lying roots are either due

to local d–d transitions on Cu or Mo or arise from electron

transfers between the CN ligand and the metals. Therefore,

we conclude that, generally speaking, the extension of the

active space is not the way to follow to improve the

description of the MMCT state.

At difference from the above-described behavior for

MMCT states, the standard approach based on SA-CASSCF

reference wave functions can give accurate results for

Fig. 1 The two model systems

considered in the study of the

MMCT states. On the left, an

embedded (Cu,Ni)O11 cluster

(CuNi). The blue octahedron

has a Cu2? ion in the center and

the green one contains a Ni2?

ion. The dashed black lines are

a guide to the eyes. On the right,
the Mo–CN–Cu dimer (CuMo)

as a model for the copper

octacyanomolybdate

Fig. 2 Active orbitals of CuNi (left) and CuMo (right) obtained from

a state-average CASSCF(3,3) calculation for the lowest five doublet

states. The Cu atom is located on right side in both models
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relative energies in excitations involving only one TM. The

SA-CASSCF procedure is not only successfully applied to

calculate the relative energies of states with the same

number of d-electrons but also to describe ligand-to-metal

or metal-to-ligand charge-transfer states, and other cases in

which the electronic configuration changes between the

ground and excited state. A small (incomplete) sample of

such calculations can be found in the Refs. [80–89]. There

are of course exceptions to this general behavior, in which

better agreement with experiment is obtained applying

single-state optimization procedures [90–92], but these are

either due to the large number of roots that need to be

considered before including the state of interest in the

averaging procedure or to the impossibility to provide

enough flexibility to the wave function due to the limitation

of the size of the CAS. This is exactly what happens for the

MMCT states described above, although the problems are

less severe when only one TM ion is involved.

3 Toward a single-state description

In the CuMo model, the four lowest states are all charac-

terized by a MoIV–CuII electronic configuration, meaning

that this electron distribution has a weight of 80 % in the

orbital optimization procedure. The fifth root in the state-

average CASSCF calculation—the MMCT state with a

MoV–CuI configuration—only contributes 20 %. The low

weight of the MMCT state in the orbital optimization

procedure causes the resulting orbitals to be strongly biased

toward the ‘‘neutral’’ electron distribution. It is worth

noticing that the optimal metal orbitals for the ‘‘neutral’’

(GS and d-d) electron distributions are rather different from

those of the ‘‘ionic’’ (MMCT) electron distribution as a

consequence of the different occupation number of the

metal d orbitals. For this reason, the orbital optimization

procedure based on the SA-CASSCF strategy is forced to

find a compromise between the conflicting requirements of

the different states. This is nicely illustrated by the maxi-

mum elements of the orbital gradient values of the indi-

vidual roots at convergence of the SA-CASSCF. The first

four roots have all values close to 4.5 9 10-2, whereas

the MMCT state has a much bigger element of -0.18 The

shortcomings in the orbitals cannot be repaired by the

Fig. 3 Schematic

representation of the electronic

configurations of the five lowest

doublets in CuNi (left) and

CuMo (right). The energies

refer to the SA-CASSCF results

with equal weights for all states

Table 1 CASPT2 relative energies of the MMCT state in the CuMo

dimer as function of the imaginary level shift

Level shift (au) DE (eV) Ref. weight

0.00 2.73 Not converged

0.10 1.97 Not converged

0.20 -18.21 Not converged

0.30 -17.81 Not converged

0.35 1.94 Not converged

0.40 3.07 0.363

0.45 3.60 0.375

0.50 3.99 0.384

0.60 4.62 0.401

The reference wave function is based on a state-average CASSCF

wave function for the five lowest doublets with a minimal active

space containing three orbitals and three electrons

Theor Chem Acc (2012) 131:1264 Page 5 of 13
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approximate treatment by CASPT2 of the off-diagonal part

of the Fock operator connecting the three orbital spaces

(inactive-active-virtual). Furthermore, as shown in Sect. 2,

the extension of the active space does not improve the

description of the MMCT state. The increase in the number

of states available with larger active spaces actually turns

out to deteriorate the MMCT description.

Based on these observations, we made some modifica-

tions to the standard approach to describe excited states in

transition metal complexes. In the first place, we decided to

stick to a minimal active space to have the MMCT state as

low as possible in the list of roots. The price to pay is that

we do not include the double d-shell effect and introduce a

small uncertainty in the excitation energies. In the second

place, we leave aside the state-average procedure and try to

obtain a description of the orbitals as close as possible to a

hypothetical single-state description of the MMCT state.

Note that in practically all cases, it is impossible to opti-

mize the wave function of higher roots in a single-state

calculation due to root flipping problems. Instead, we

perform a series of calculations with increasing weight on

the MMCT state in the orbital optimization procedure and

carefully check the convergence of the results. In this way,

we eliminate the arbitrariness of the results that could be

introduced by differently weighting the roots in the

CASSCF. Finally, we use a state-specific description for

the ground state. All the reported excitation energies are

calculated with respect to this state.

3.1 The CuNi model

The modified computational scheme was first tested in the

CuNi model. Figure 4 shows how the CASSCF energies of

the five roots evolve with increasing weight on the fifth

root, the MMCT state. The energy of the first four roots

gradually increases with respect to the single-state

description of the ground state in a nearly parallel manner.

On the other hand, the MMCT state is significantly lowered

in energy from approximately 16 eV in the SA-CASSCF

calculation with equal weights to 10 eV when the state has

63.6 % weight in the state average. At this point, the

energy of the double d–d transition (root 4) nearly coin-

cides with that of the MMCT state. A further increase in

the weight leads to root flipping problems, and the orbital

optimization procedure does not converge anymore.

Hence, this is as close as we can get to a single-state

description of the MMCT state, which is obviously rela-

tively far to a real state-specific description of the MMCT

state, but the curve suggests that further improvements on

the orbitals would only lead to a modest lowering of the

MMCT energy.

The next step is to include the dynamic electron corre-

lation, which is expected to have a significant differential

effect on the relative energy of the MMCT state given the

changes in the number of d-electrons on the two metal ions.

The CASPT2 calculation with the standard SA-CASSCF

wave function as reference (i.e., with a 20 % weight of the

MMCT state) behaves identically as for the CuMo model

(Table 1). The calculation only converges for very large

level shifts, and no plateau in the relative energy was

observed for shifts below 0.7 au. The left panel of Figure 5

shows the unrealistic behavior of CASPT2 for this refer-

ence wave function. The situation is improved when the

CASSCF wave function is optimized for an average of

states in which the MMCT has a higher weight. The mid-

panel shows that for 42.9 % MMCT weight, the CASPT2

is still deficient for small level shifts but above 0.25 au.

starts to become more stable, although the relative energy

cannot be considered to be independent of the shift applied.

A completely different and much more satisfactory picture

is obtained when the weight of the MMCT state in the

orbitals optimization is still further increased to 63.6 %.

The right panel shows that the relative CASPT2 energy of

the MMCT states obtained with this reference wave func-

tion is nearly independent of the level shift and only suffers

from a weak intruder state problem around 0.04 au. The

curves for all five reference wave functions and the

dependence of the weight of the CASSCF wave function in

the corrected wave function as function of the level shift

can be found in the supporting information.

Comparing the five reference wave functions, it is clear

that the CASPT2 results gradually improve and reach

convergence for the reference wave function with the

highest weight on the MMCT state in the orbital

Fig. 4 State-average CASSCF energies (in eV) of the five lowest

doublets of CuNi as function of the weight of the MMCT state in the

orbital optimization. The state-specific CASSCF of the ground state is

taken as reference energy
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optimization. Our final estimate of the excitation energy is

4.6 eV, referring to the unshifted CASPT2 result based on

the 63.6 % reference wave function. Note that the dynamic

electron correlation has a major effect on the excitation

energy of the MMCT state. Figure 4 shows that CASSCF

predicts a value of slightly lower than 10 eV, while

CASPT2 lowers this by about 5 eV.

3.2 The CuMo model

The same procedure has been followed to obtain a reliable

estimate of the MMCT excitation energy for the CuMo

model. Figure 6 shows the evolution of the CASSCF

energies of the five lowest roots of the CAS(3, 3) (see

Fig. 3, right column) as function of the weight of the

MMCT state used in the orbital optimization procedure.

The behavior is rather similar to the one observed for the

CuNi model: the lowest states with the same electronic

configuration are uniformly raised in energy, while the

MMCT state is lowered.

The MMCT state becomes nearly degenerate with the

fourth root (a double d–d transition) at slightly less than

50 % weight. Larger weights lead to root flipping, but by

stopping the orbital optimization after the iteration where

root flipping took place, we could continue the process with

one root less (the double d–d transition) without loosing the

MMCT state in the state average. This reduction of the

number of roots makes it possible to get converged wave

functions with larger weights on the MMCT state up to

62.5 %. The maximum element of the orbital gradient for

the MMCT state is about 2.5 times smaller than in the

initial standard SA-CASSCF wave function, indicating that

the orbitals are better suited to describe the situation where

one electron is transferred from Mo to Cu. When the

weight is increased beyond 62.5 %, root flipping problems

are encountered again. Unfortunately, it was not possible to

repeat the strategy followed around 50 % to get rid of even

more roots. Root flipping problems persist and no wave

function could be converged with larger weight than

62.5 % on the fourth root without loosing the MMCT state.

Again, the CASSCF energy of the MMCT state with

respect to the single-state description of the ground state is

not completely converged but not too large changes are

expected.

The results of the CASPT2 calculations as a function of

the imaginary level shift are summarized in Fig. 7. In line

with the previous findings, we see that the CASSCF wave

function with equal weights on all five roots (20 %) gives

very poor results for the MMCT state. The situation

gradually improves when the weight of the MMCT state is

increased to 42.9 % (mid-panel), and we get excellent

results for 62.5 %, shown on the right. The CASPT2

energy obtained with this reference wave functions is

practically independent of the level shift. This is a strong

indication that the orbitals are sufficiently well suited to

Fig. 5 CASPT2 vertical excitation energy (in eV) of the MMCT state of CuNi as function of the level shift. Three reference wave functions with

different weights are compared

Fig. 6 State-average CASSCF energies (in eV) of the five lowest

doublets of CuMo as function of the weight of the MMCT state in the

orbital optimization. The state-specific CASSCF of the ground state is

taken as reference energy
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describe the MMCT state. The final estimate of the tran-

sition energy is 3.0 eV, extracted from the CASPT2 cal-

culation with zero level shift and using a reference wave

function with 62.5 % weight on the MMCT state in the

orbital optimization process.

3.3 Wave function analysis

In the famous study of Fujimori and Minami of the ionic

insulator NiO [93], it is stated that the intense optical

absorption starting at &4.0 eV is not only due to oxygen-

to-Ni excitations as was generally assumed at that time, but

it has also important contributions from MMCT excita-

tions. However, it was also recognized that the character-

ization of the excited states is far from trivial due to the

large configuration mixing in their parametrized CI

approach and that the distinction between MMCT and

ligand-to-metal charge-transfer (LMCT) states is somewhat

artificial in their calculations. Here, we deal not only with

the configuration mixing but also with independent orbital

optimizations for each state. To ensure that the root that we

mark as MMCT state in CuMo is actually the result of an

electron transfer from Mo to Cu, we have analyzed the

wave function of ground and excited state by looking at (1)

the natural orbitals and their occupation numbers; and (2)

the overlap of the two N-electron wave functions involved

in the MMCT excitation.

To start with the latter, in a standard SA-CASSCF

approach, all the states are of course orthogonal and no

special actions need to be taken. As soon as the N-electron

wave functions are not expressed in a common orbital set, but

have the same spatial and spin symmetry, orthogonality

should be checked and eventually restored through non-

orthogonal CI [94] or the state interaction (SI) procedure

[95]. The first wave function in the SI treatment is the one that

is obtained from the single-state CASSCF optimization of

the ground state, WGS. The second wave function describes

the fourth root in the SA-CASSCF with 62.5 % weight on the

fourth root, that is, the wave function that maximally

resembles the hypothetical single-state description of the

MMCT state, WMMCT. The SI shows that both the overlap

integral ðhWGSjWMMCTi ¼ �0:0027Þ and the interaction

matrix element ðhWGSjĤjWMMCTi ¼ 18:5 auÞ are very

small. The total energies of the final states differ by less than

1 meV from the initial states, and therefore, the non-

orthogonality effect can be neglected.

The three natural orbitals of WGS and WMMCT resemble

the active orbitals shown in the left column of Fig. 2. The

only obvious difference is that the natural orbitals of

WMMCT are slightly more delocalized than the ones obtained

in the standard SA-CASSCF calculation, especially the

Cu-3d and the Mo-4d(x2 - y2) orbitals (see Supp. Info.).

The WGS natural occupation numbers are 1.9907, 0.0093,

and 1.0000 for the Mo-4d(z2), Mo-4d(x2 - y2), and Cu-3d

orbitals, respectively. This changes to 1.0000, 0.0000, and

2.0000 for the WMMCT state, exactly coinciding with the

transfer of one electron from a highly localized Mo-4d

orbital to a slightly more delocalized Cu-3d orbital.

Therefore, the energy difference between the states char-

acterized by these natural orbitals can be considered as the

MMCT transition energy.

3.4 NEVPT2 calculations

To rule out the possibility that the erratic outcomes of the

CASPT2 calculations when reference wave functions are

used with not too high weight on the MMCT is caused by

the approximate nature of Ĥð0Þ; a series of calculations was

performed with another MR-PT2 scheme, namely the

aforementioned NEVPT2 approach. Table 2 resumes the

results of the NEVPT2 calculations for the CuNi cluster

model with the same reference wave function as used in the

CASPT2 calculations. The results of the strongly con-

tracted variant (sc-NEVPT2) are practically the same as for

the partially contracted version (pc-NEVPT2), despite the

much smaller number of perturber functions in the former.

Such behavior has been observed more often [96, 97] and

Fig. 7 CASPT2 energy (in eV) of the MMCT state of CuMo as function of the level shift. Three reference wave functions with different weights

are compared
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illustrates the robustness of the simpler sc-NEVPT2

scheme. As for CASPT2, the relative energies of the

MMCT state strongly depend on the nature of the reference

wave function. Unphysical, negative transitions energies

are obtained for reference wave functions optimized with a

low weight on the MMCT state, while the DE tends to

converge to more reasonable values in the case that the SA-

CASSCF is biased to the MMCT state.

Due to the larger size of the CuMo model, we encoun-

tered some technical limitations in the code that prevented

us to use the same SA-CASSCF reference wave function as

in the CASPT2 calculations. Instead, we relied on the

NEVPT2 implementation in ORCA (see Sect. 5.1), which

allows us to treat larger systems. Unfortunately, we were

not able to converge the CASSCF wave function increasing

the weight on the MMCT state beyond 42.9 %. As shown

in Table 3, the standard strongly contracted implementa-

tion of NEVPT2 is severely influenced by the poor

description of the MMCT state in the reference wave

function with 20 % weight on the MMCT state, for which

negative excitation energies are obtained. Results gradually

improve (as before) for larger weights, and better relative

energies can be expected for reference wave functions with

MMCT weights larger than 42.9 %. This standard proce-

dure uses one set of orbitals for all states and only com-

putes the orbital energies for the denominators for each

state. Alternatively, one can generate canonical orbitals

from the average orbitals for each state individually, this is,

actually the default for CASPT2 and was also used in the

NEVPT2 calculations for CuNi. This procedure takes

slightly longer than the standard ORCA implementation but

largely improves the results. Less negative energies are

obtained for the reference wave functions with low MMCT

weights, and the 42 % wave function gives results that are

in reasonable agreement with the final CASPT2 estimate.

As an alternative to obtaining better orbitals by

increasing the weight of the MMCT state in the optimi-

zation of the reference wave function, we have investigated

the possibility to improve the orbitals by performing one

state-specific orbital optimization step before entering the

NEVPT2 calculation. As mentioned above, the orbital

gradient of the different states is not zero at convergence of

the SA-CASSCF. We have used this orbital gradient to

make one step in the orbital optimization process of the

MMCT state. A true single-state description is of course

obtained when this path is followed until the gradient is

zero, but this is actually not possible. Complete conver-

gence on the orbitals cannot be obtained. This one-step

orbital optimization does, however, significantly improve

the behavior of the relative energy of the MMCT state.

Now, we obtain positive excitation energies for all the

reference wave functions. For the larger weights, the

excitation energies are again comparable to the CASPT2

results. The one-step orbital optimization based on the

reference wave function with 42.9 % MMCT weight gives

a transition energy of 2.5 eV, which is in rather good

agreement with the CASPT2 results, especially if one

keeps in mind that further increase in the MMCT weight in

the reference weight would lead to slightly higher relative

energies.

In both models (CuNi and CuMo), the NEVPT2 ener-

gies behave rather similarly as we observed before for the

CASPT2 calculations. The description of the MMCT state

is deficient when standard SA-CASSCF procedures are

followed to optimize the orbitals and more reliable tran-

sition energies are obtained when the weight of the MMCT

state is increased in the orbital optimization process.

4 Time-dependent DFT

In this last section, we assess the possibilities to calculate

the transition energy of the MMCT state in the CuMo

model with time-dependent DFT. Based on the conclusions

of previous investigations of the performance of TD-DFT

for related transition metal compounds [98], we have made

a selection of functionals from some of the different classes

established by Perdew and collaborators [99]. From the

local and gradient corrected functionals, we have taken the

LDA, BP86 [100, 101], PBE [102], and OPBE [102–104]

approximations. The B3LYP [105] and PBE0 [106, 107]

have been taken as examples from the hybrid functionals,

and we have selected two meta-GGAs: M06-2X [108] and

TPSSh [99]. In addition, we also test the performance of

Table 2 Strongly contracted and partially contracted NEVPT2 rela-

tive energies (in eV) of the MMCT state in the CuNi dimer as

function of weight of the MMCT state in the SA-CASSCF reference

wave function

% MMCT sc-NEVPT2 pc-NEVPT2

20.0 -3.15 -4.41

33.3 -0.01 -0.22

42.9 2.53 2.15

55.6 2.67 2.52

63.6 2.84 2.73

Table 3 Strongly contracted, strongly contracted with state-specific

canonicalized orbitals and partially relaxed NEVPT2 relative energies

(in eV) of the MMCT state in the CuMo dimer as function of weight

of the MMCT state in the SA-CASSCF reference wave function

% MMCT sc-NEVPT2 sc-NEVPT2(ss) pr-NEVPT2

20.0 -4.40 -2.32 0.62

33.3 -2.28 -0.01 1.93

42.9 -0.48 2.68 2.50
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the CAM-B3LYP functional [109] in representation of the

so-called range-separated functionals [110–112].

The LDA and BP86 functionals lead to rather delocal-

ized orbitals that make the characterization of the excited

states extremely difficult. For example, among the first fifty

roots in the calculation with the BP86 functional, we have

not been able to clearly identify the MMCT state using the

basis sets of triple-zeta quality. Instead, with the basis set

of split valence quality, the orbitals have a somewhat

higher degree of localization and the MMCT state appears

at 2.0 eV, while the lowest d–d transitions of Cu and Mo

arise around 1.4 and 2.0 eV, respectively. The most rele-

vant results obtained with the other functionals are sum-

marized in Table 4.

The six different flavors show a remarkable coincidence

as far as the Cu/Mo(d–d) transitions are concerned. Except

M06-2X, all functionals show the same pattern of two pairs

of nearly degenerate transitions around 1.4 ± 0.2 eV and

2.3 ± 0.2 eV for Cu and two distinct transitions around

2.3 eV and 2.7 eV for Mo. These values are in reasonable

agreement with the CASPT2 estimates for the Mo(d–d)

transitions (2.5/3.0 eV) given in Ref. [32] and the NEVPT2

values (2.6/3.3 eV). The TD-DFT results for the Cu(d–d)

transitions are slightly higher than the 1.2 and 1.9 eV

calculated with CASPT2.

The situation is different for the MMCT state. The

scattering of the results is much larger, approximately

3 eV. The smallest transition energies of *1.5 eV are

obtained with the gradient corrected PBE and OPBE

functionals, while the long-range corrected CAM-B3LYP

functional lies on the other extreme and predicts a transi-

tion energy of 4.7 eV for the MMCT state. The B3LYP

result is in very good agreement with our final CASPT2

estimate and also favorably compares to the NEVPT2

estimate discussed in the previous section. Using the M06-

2X functional, we have not been able to identify the

Mo!Cu charge-transfer state among the first 45 roots

(DE� 5.88 eV).

Only very recently, a new development in the range-

separated functionals made possible an improved descrip-

tion of charge-transfer states in donor–acceptor complexes

[113, 114]. The method involves a tuning of the range

separation parameter such that the HOMO Kohn-Sham

orbital energy is the opposite of the ionization potential.

This procedure is capable of reproducing with high preci-

sion optical and fundamental gaps and also describes very

well charge-transfer excitation energies at the absorption

edge. The application of this method to the present model

could possibly improve the behavior of standard TD-DFT

and give more reliable energies, although the method needs

to be tested for transition metal systems with open-shell

electronic configurations in the ground state and has to

prove its efficiency for states that are not at the absorption

edge as is the case for the MMCT state in CuMo.

5 Conclusions

The standard description of MMCT states in binuclear TM

complexes with multiconfigurational wave functions can

give rise to serious artifacts and unrealistic negative exci-

tation energies with respect to the ground state. The origin

of this problem lies basically in the state-average orbital

optimization procedure, which produces orbitals that are

strongly biased toward the electronic configuration of the

ground state. In general, other roots arising from the

ground state electronic configuration (typically on-site d–d

transitions) have lower CASSCF energies than the MMCT

state and have to be included in the state average, making

the weight of the MMCT state too small to ensure

molecular orbitals sufficiently adapted to the charge-

transfer state.

By gradually increasing the weight of the MMCT state

in the state-average procedure, we smoothly approach the

single-state description of this state and significantly

improve the optimized orbitals to describe the charge-

transfer state. The orbital gradient of this state is drastically

reduced, and the subsequent MR-PT2 treatment of dynamic

electron correlation behaves much better for larger MMCT

weights in the reference wave function. Although the

complete single-state description cannot be reached due to

root flipping problems, the two cases that we have studied

in this paper give stable results when the MMCT state has a

weight of approximately 60 % in the state-average

CASSCF orbital optimization. Exploratory calculations on

the charge transfer in LaMnO3 points to the same

Table 4 Density functional relative energies (in eV) of the Mo/

Cu(d–d) transitions and the MMCT state for different functionals

Functional Cu(d–d) Mo(d–d) MMCT

PBE 1.42/1.54 2.32 1.58

2.35/2.46 2.52

OPBE 1.33/1.43 2.48 1.48

2.27/2.27

PBE0 1.48/1.49 2.31 3.64

2.16/2.16 2.76

B3LYP 1.51/1.52 2.28 3.08

2.23/2.24 2.69

M06-2X 0.84 2.18

1.26/1.26 2.63

TPSSh 1.61/1.63 2.29 2.34

2.49/2.57 2.67

CAM-B3LYP 1.45/1.45 2.26 4.74

2.16/2.16 2.78
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conclusion; the ab initio description of the MMCT state

requires to go beyond the standard SA-CASSCF procedure

and one should carefully check the convergence of the

resulting MR-PT2 excitation energy against variations of

the weight of the MMCT state.

The study clearly indicates the key role of the molecular

orbitals in the MR-PT2 description of the MMCT excita-

tions. In order to situate this result in a more general frame,

it is worth noticing that similar considerations have been

recently reported in other contexts, namely the calculation

of the vertical excitation energy of the p! p� ionic

excited states of organic molecules (in particular the V state

of ethylene [115]) and of the magnetic coupling constant in

binuclear Cu complexes [116]. In these studies, as in the

present one, the difficulties found for a correct description

of a given property have been related to the nature of the

starting MOs. In particular, the orbitals obtained following

a ‘‘standard’’ optimization procedure have shown to be

strongly inadequate and to lead to unrealistic results. A

close inspection on the nature of the wave function on

which the optimization procedure is based has allowed to

identify the origin of the problem and to propose appro-

priate strategies to overcome it. In all cases, the MR-PT2

approaches based on the proper set of orbitals give

improved results, more in line with the experimental

knowledge or with more refined theoretical methods.

It is encouraging to note that the two implementations of

MR-PT2 that we have used here (CASPT2 and NEVPT2)

give qualitatively the same results. Among the applied

functionals, we can see that local density and gradient cor-

rected functionals give reasonable estimates for the on-site

d–d transitions, while they tend to underestimate the MMCT

energies. The results for the other functionals are more dif-

ficult to classify. B3LYP seems to do a good job, PBE0 and

TPSSh are also reasonable, but we have not been able to

locate the MMCT state for the M06-2X functional. TD-DFT

is obviously easier than the laborious procedure that we have

outlined above (a series of CASSCF calculation varying the

weight on the MMCT, and checking the dependence of the

relative energy with the applied level shift in the CASPT2

part of the calculation), but the price to pay is that there seems

to be no obvious best choice for the functional.

5.1 Computational information

CASPT2 calculations have been performed with MOLCAS

7.4 [117]; NEVPT2 calculations on the CuNi model with a

program package developed at the University of Ferrara

and interfaced to MOLCAS; and NEVPT2 calculations on the

CuMo model have been done with ORCA 2.9 [118]. The sc-

NEVPT2(ss) and pr-NEVPT2 variants listed in Table 3

were activated by adding the options ‘‘nev_canonstep 1’’

and ‘‘nev_canonstep 3’’ to the casscf block of the input.

In all calculations for the CuNi model, the molecular

orbitals are expanded in so-called atomic natural orbitals

with (6s, 5p, 4d, 2f, 1g) basis functions for Cu and Ni, and

(4s, 3p, 2d, 1f) functions for O [119, 120]. Slightly smaller

basis sets of the same type have been used in the CASPT2

calculations for the CuMo dimer: Mo (7s, 6p, 5d, 2f), Cu

(6s, 5p, 4d, 2f), the C and N atoms in the first coordination

sphere of the metals (4s, 3p, 1d) and the other atoms a

valence double zeta basis; (3s, 2p) for C and N, and (2s) for

H. For the NEVPT2 calculations on the CuMo model,

we used the def2-type of basis sets of the Ahlrichs group

with triple-zeta ? polarization for the metals [121] and

the atoms in the first coordination sphere of these

(8s, 6p, 5d, 2f, 1g (Mo); 6s, 5p, 4d, 2f, 1g (Cu); 5s, 3p,

1d (C,N)) and split valence ? polarization for all the other

atoms (3s, 2p, 1d (C,N); 2s, 1p (H)) [122]. To reduce the

computation cost in the CuMo dimer, we have applied

the Cholesky decomposition for CASPT2 [123, 124] and

the Resolution of the Identity approximation for NEVPT2

[125]. TD-DFT calculations were performed with ORCA for

all functionals, except OPBE, M06-2X, and CAM-B3LYP,

for which the GAUSSIAN09 package [126] was used. The

cartesian coordinates of the atoms in the two models can be

found in the Supporting Information.
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112. Jiménez-Hoyos CA, Janesko BG, Scuseria GE (2008) Phys

Chem Chem Phys 10:6621

113. Stein T, Kronik L, Baer R (2009) J Am Chem Soc 131:2818

114. Kronik L, Stein T, Refaely-Abramson S, Baer R (2012) J Chem

Theory Comput 8:1515

115. Angeli C (2009) J Comput Chem 30:1319

116. Angeli C, Calzado CJ (2012) J Chem Phys 137:034104

117. Aquilante F, De Vico L, Ferré N, Ghigo G, Malmqvist P-Å,
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